Random walk tests for KSE-100 index: Evidence and implications

Abdul Rashid
Institute of Business Management, Karachi, Pakistan

Follow this and additional works at: https://ir.iba.edu.pk/businessreview

Part of the Economics Commons

This work is licensed under a Creative Commons Attribution 4.0 International License.

iRepository Citation

This article is brought to you by iRepository for open access under the Creative Commons Attribution 4.0 License. For more information, please contact irepository@iba.edu.pk.
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Abdul Rashid

Abstract
The variance-ratio tests are used to test the random walk hypothesis for Pakistan's stock exchange. The evidence indicates that the stock prices generally do not follow random walk over the entire examined period. This piece of evidence is robust during the second sub-period. During the first sub-period, however, the stock prices do not behave non-randomly. The absence of a random walk is implying that profitable trading rules can be devised. The findings also show that the Karachi Stock Exchange falls back to normal after being dramatically affected by a shock.

1. Introduction
The issue whether stock prices follow random walk or not has been hotly debated between finance practitioners and finance academics for a long time. The random walk hypothesis has also occupied an important place in modern finance. It is not, therefore, surprising that it has been widely tested resulting in a large empirical literature, which includes a small number of studies of the Pakistani equity market.

The random walk in stock prices implies that investors cannot foresee future prices using past price movements and earnings are completely a matter of luck. In contrast, if market does not follow random walk, there are sufficient profit opportunities to compensate investors for the cost of trading and information gathering. Thus, an investor can use available information about corresponding prices for predicting the future returns. Therefore, it is very important for investors, financial services providers, finance policy makers, and finance academics to know the behavior of stock markets. In addition, this analysis has very useful implications for both hedgers and speculators. Most hedgers do not employ continuous hedges. Instead, they select the times at which they want protection against adverse changes. Definitely, knowledge of market fluctuations can be used for effective hedging.

The core objective of this study is to investigate whether the Pakistani equity market behaves like a random walk vis-à-vis the market has a tendency to slip back/mean revert. To proceed with this, the study used variance-ratio tests developed by Lo and Mackinlay (1988). One main advantage of the variance-ratio tests is to report the average level of autocorrelations of increments. Since the variance-ratio minus one is approximately q–1 times the weighted sum of the first q–1 autocorrelation coefficients. Thus, they provide more robust results than any fundamental test of random walk. We find a negative autocorrelations of weekly increments in the KSE–100 index. According to Leroy (1973) and Locus (1978), however, the existence of autocorrelation in financial assets does not necessarily imply any market inefficiency.
Positive autocorrelation of stock returns implies a slow adjustment of stock prices to new information (both insider & outsider information). In contrast, negative autocorrelation of stock returns may be an indicator of departures from fundamental values. Moreover, the presence of negative serial correlation indicates that the risk factors involve in stock returns may vary overtime. One possible interpretation of the negative serial correlation in the return series is that market overreacts to “news”, that is, following the first dramatic reaction to a shock, the market falls back to normal. This view is consistent with the permanent/transitory components model, which basically says that stock markets are driven by a fundamental component that reflects the efficient market prices and deviations from efficiency and this component reverts to something that is close to zero in the long-term (Risager (1998)).

The remainder of this paper is laid out as follows: Section 2 presents the literature survey. In this section, the study also reviews some empirical studied on Pakistani stock market. Section 3 demonstrates the data sources. The stock returns estimation, the random walk hypothesis and empirical methodology also discussed in this section. Section 4 presents the empirical results and final Section 5 summarizes and provides concluding remarks.

2. Literature Review

Samuelson (1965) was the first study that seriously applied the random walk hypothesis to financial markets. The title of his article: “Proof that Properly Anticipated Prices Fluctuate Randomly”, itself provides a neatly summary of his findings. In an informationally efficient market price changes must be unpredictable if they are properly anticipated.

Laurence (1986) tested the random walk hypothesis for Singapore and Malaysia Stock Exchanges. Using closing prices for 16 stocks and 24 stocks respectively from Malaysia and Singapore, he found that the both stock exchanges are slightly far from random walks with 0.078 and 0.041 mean absolute serial coefficients respectively for Singapore and Malaysia. In addition, he reported that the distribution of equity returns is leptokurtic in both markets.

Lo & Mackinlay have designed the variance-ratio test in 1988 to test the random walk hypothesis (RWH). Before Lo & Mackinlay (1988), Campbell and Mankiw (1987), Fama and French (1987), and Huizinga (1987) have also estimated variance ratios in a variety of context; however, these studies do not provide any formal sampling theory as like Lo & Mackinlay (1988).
statistic to test the heteroscedastic random walk hypothesis. The analysis indicated that the random walk hypothesis strongly rejected for the entire sample period of 1962-85 and for all subperiods for a variety aggregate return indexes and size-sorted portfolios.

The study results also pointed out positive autocorrelation for weekly holding-period returns. The rejection of the random walk hypothesis by Lo & Mackinlay (1988) was mainly due to the behavior of small stocks; however, they cannot be attributed entirely to the effects of infrequent trading or time-varying volatilities. In addition, they reported that the rejection of the random walk for weekly returns does not support the mean reversion hypothesis.

Kim and Startz (1991) analyzed the random walk process of stock prices by using weekly and monthly returns in five Pacific-Basin stock markets. They found that the mean reversion in stock prices was only a phenomenon of the pre-World War II period. Moreover, their results based on variance-ratio tests indicated that there is a positive serial correlation in stock returns.

Pan, Chiou, Hocking & Rim (1991) used the variance-ratio test to examine the stock market behavior for five Asian countries including Japan, South Korea, Hong Kong, and Taiwan. They employed daily and weekly stock return for a five-year sample period. They rejected the null hypothesis of randomness for both daily and weekly returns for Singapore and Korea and accepted the null hypothesis in case of Japan. The null hypothesis for Hong Kong daily returns index and the Taiwan weekly returns index were also rejected. Furthermore, their results indicated that all the returns index based on the five market indices were positively auto correlated except for Japan.

Natividad and Santamaria (1997) tested the random walk hypothesis in the Spanish Stock Market. They used daily data on individual stocks from January 1980 to December 1992. Their results provide evidence against the random walk hypothesis. The results, based on simple correlation tests, show that there is a strong correlation with nonlinear dependence among daily returns. Furthermore, they used the variance-ratio test, which is robust to heteroscedasticity, and have urged that the rejection of the random walk hypothesis cannot be attributed completely to the effects of time varying volatilities. They concluded that the price changes can be potentially predictable at least in short time spans.

Risger (1998) investigated the mean reversion in Danish Stock Market. His study covers the period since World War I, from 1922 to 1995 with newly constructed Danish data set. The results based on variance-ratio test rejected the random walk hypothesis at 2-year horizons and accept the null hypothesis of randomness for both 3- and 4-year horizon returns. However, his results based on simple autocorrelation test supported the mean reversion hypothesis at all horizons.
Shiguang and Barnes (2001) used a simple serial correlation, runs and variance-ratio tests to test the weak-form efficiency hypothesis for both the Shenzhen and Shanghai Stock Markets. They use aggregate index and individual share data for daily, weekly, and monthly frequencies over the period from December 1990 to April 1998 for the Shanghai Stock Market and from April 1991 to April 1998 for the Shenzhen Stock Market. The findings rejected the week-form efficient market hypothesis for both the said China’s markets.

Parameswaran (2002) employed variance-ratio tests to testing the random walk hypothesis. Using weekly returns derived from daily returns for a period of 23 years, he found that eight out of ten size sorted portfolios do not follow a random walk. In addition, he also examined that non-trading is not a source of serial correlation in the large sized firms.

Previous Empirical Studies of the Pakistani Stock Market

Khilji (1993) examined the time-series properties of the Pakistani equity market. His study used monthly indices. He employed more than one method namely an error-correction model, first-order autoregressive model, and the Kalman Filter technique to investigate the dynamic fluctuations of monthly stock returns. He reported that the stock returns in Pakistan do not follow normal distribution. The distribution of stock returns is generally positively skewed and leptokurtic. The findings also pointed out the linear dependence for some indices. In addition, he found that the expected stock returns are constant and equal to long-term expected monthly returns. However, as reported by the author, these results are surprising for a developing economy and there are needs to further investigate the behavior of stock returns in Pakistan by using weekly or daily stock returns.

Jun and Uppal (1994) employed a simple autocorrelation test to analyze the time varying aspects of the Karachi Stock Exchange. The study used the monthly IFC indices as well as monthly share prices for 20 companies. They reported that the autocorrelation coefficients are statistically significant at 5 percent level for indices. In contrast, the estimated test statistics do not provide any rejection of the independence hypothesis for 17 out of the 20 individual stocks. Therefore, the authors concluded that there is, generally, no serial dependence in the Pakistani market.

Khilji (1994) explored the nature of equity returns in Pakistan. He conducted BDS methodology, developed by Brock, Dechert, and Scheinkman on both returns derived from weekly indices and residuals from an autoregressive model. He reported a strong non-linear dependence in six out of the eleven indices. Moreover, the author suggested the use of non-linear stochastic models like ‘GARCH’ to estimate the returns.

Husain (1997) employed the simple serial correlation test and Ljung-Box Q-statistic to test the independence hypothesis as well as he examined the distribution of stock returns through frequency distribution. He used daily data adjusted for volumes,
Husain (1998) investigated the Ramadhan effect in the Pakistani equity market. The study covers the period from January 1, 1989 to December 30, 1993. His results based on GARCH model provided evidence that there is a significant decline in stock returns volatility is this month, however, the mean return indicated no statistically significant change.2

3. The Random Walk Hypothesis (RWH)

There are two fundamental implications of the random walk model:

1. Expected future returns are unpredictable in both short and long spans.
2. The variance of a sample is proportional to the sampling interval.

The testing of first hypothesis implies that the successive values of a time series are uncorrelated.3 It means the series has a unit root. Thus, the information about historical changes of a time series is ineffective for prediction of future changes. This hypothesis has parallel importance for both investors and policymakers. As a series does not follow random walk then an investor may increase the expected returns by using a historical piece of evidence.

2The literature reviewed clearly shows that there is conflicting evidence on the issue of stock prices behavior in Pakistan. Therefore, this issue needs further investigation. This study differs from those studies that examine the behavior of Pakistani stock market in a number of ways: First, it employs most recent financial data. Previous studies employed data for the period when Pakistani stock markets were underdeveloped (lack breath and depth). Second, this study employs the Lo-Mackinlay (1988) variance-ratio test separately under homoscedasticity and heteroscedasticity, which also reports the weighted sum of the first q – 1 autocorrelation coefficients, and thus provides more robust results than fundamental tests of Random Walk Hypothesis. Third, Pakistan conducted nuclear tests on May 28, 1998. The stock market behavior might have been affected due to this structural change. Therefore, this study tests the random hypothesis for pre-tests periods and after tests periods separately.

3If the returns of two stocks, X and Y, are independent, but Y-stock trades less frequently than X-stock, then the price of X-stock will respond more quickly when news affecting both stocks arrives, as a consequence, the return on Y-stock will appear to respond with some lag to the return on X-stock, i.e., there will be cross-correlation between the returns on X-stock and Y-stock.
This hypothesis has been extensively tested in a number of ways. Examples include significance of parameters in a returns prediction model (for instance, a Q-test from an AR(k) model), technical analysis (see, for example, Neftci (1990) or Bessembinder and Chan (1995), filter rules (examples include Fama and Blume (1966) and Grier and Albin (1973), or through the serial correlation test (see for details, Husain (1997))

Second hypothesis deals with testing the variance of a time series’ return is linear in the observation interval. It means the increments are uncorrelated. This hypothesis also has been tested severely. The first major among these is Lo & Mackinlay (1988). They investigated, based on Hausman (1978) results, that the sampling distributions of variance rations over different sampling intervals and develop a test statistic based on this idea. The other studies including Peterba & Summers (1988), Richardson & Smith (1994), and Pan, Chiou, Hocking & Rim (1991) have also been tested this hypothesis.

This hypothesis has also several important implications for investors and researchers. It is very important, for an investor, to explore the risk of investment in securities. An investor has interest to know the possibility of profits and losses. Furthermore, it provides information about the pattern of returns. However, some earlier studies have claimed that the pattern of returns is as normal distribution (see, for example, Errunza and Losq (1985)). On the other hand, some studies have reported that returns distribution is leptokurtic (see, for instance, Hsieh (1988), and Contingency Analysis (1997)). A leptokurtic distribution’s tails are slimmer or longer with a higher peak relative to a normal distribution.

This study focuses on testing second hypothesis for the Pakistani stock market. This is not only because there are some important departure from the random walk that unit root test cannot detect, also because the autocorrelation aspect may yield interesting implications for alternative models of stock prices. For this purpose, the Lo and Mackinlay’s variance-ratio tests are employed.

However, these tests have several drawbacks that are given below:

1. Do not consider heteroscedasticity.
2. Do not have a standard normal distribution (asymptotically).
3. Do not report the average level of autocorrelation.
Testing Methodology

The random walk null hypothesis suggests that the variance of a sample is linearly associated with sampling interval. Hence, the variance of the q-period return must be equal to the q times the variance of the one-period return:

$$\frac{\text{Var}(SR_q)}{q \times \text{Var}(SR_1)} = 1$$  \hspace{1cm} (1)$$

where q is any integer greater than one. The alternative hypothesis will be the ratio of the variance of the q-period return to the variance of the 1-period return divided by q is not equal to 1. To explain the variance-ratio test, let $SP_t$ be the natural log of a stock price at time t (i.e., $SP_t = \ln(P_t)$, where $P_t$ is a stock price). A simple recursive relation as:

$$SP_t = \alpha + SP_{t-1} + \xi_t$$  \hspace{1cm} (2)$$

where $\alpha$ is an arbitrary drift parameter and $\xi_t$ is the random disturbance term. Suppose that 2n+1 observation $SP_0, SP_1, \ldots, SP_{2n}$ of $SP_t$ at equally spaced intervals are obtained and consider the following estimators for the unknown parameters $\alpha$ and $\delta^2$:

$$\hat{\alpha} = \frac{1}{2n} \sum_{i=1}^{2n} (SP_i - SP_{i-1}) = \frac{1}{2n} (SP_{2n} - SP_0)$$  \hspace{1cm} (3)$$

$$\hat{\delta}^2_a = \frac{1}{n} \sum_{k=1}^{n} (SP_k - SP_{k-1} - \hat{\alpha})^2$$  \hspace{1cm} (4)$$

$$\hat{\delta}^2_b = \frac{1}{n} \sum_{k=1}^{n} (SP_k - SP_{k-1} - 2\hat{\alpha})^2$$  \hspace{1cm} (5)$$

The variance of $\hat{\delta}^2_a$ is based on the differences of every other observation; alternative variance estimators may be defined by using the differences of every qth observation. Let us suppose the nq+1 observation $SP_0, SP_1, \ldots, SP_{nq}$, where q is any integral greater than 1. Define the estimators:

$$\hat{\alpha} = \frac{1}{nq} \sum_{k=1}^{nq} (SP_k - SP_{k-1}) = \frac{1}{nq} (SP_{nq} - SP_0)$$  \hspace{1cm} (6)$$

$$\hat{\delta}^2_a = \frac{1}{nq} \sum_{k=1}^{nq} (SP_k - SP_{k-1} - \hat{\alpha})^2$$  \hspace{1cm} (7)$$

$$\hat{\delta}^2_b(q) = \frac{1}{nq} \sum_{k=1}^{n} (SP_{kq} - SP_{kq-q} - q\hat{\alpha})^2$$  \hspace{1cm} (8)$$

\textit{While this variance-ratio would be exactly equal to one only under homoscedasticity, it still approaches one under the specification of the heteroscedasticity in Lo & Mackinlay (1988).}
On the base of equation (6–8), a more convenient test statistic is given as, which is called ratio of variance and denoted by \( J_d(q) \):

\[
J_d(q) = \frac{\hat{\delta}_d^2(q)}{\hat{\delta}_u^2} - 1
\]

Under the finite-sample properties, the \( J_d(q) \) test will convert in more powerful test:

\[
M_d(q) = \frac{\hat{\delta}_d^2(q)}{\delta_u^2} - 1
\]

where

\[
\hat{\delta}_d^2(q) = \frac{1}{nq^2} \sum_{k=q}^{nq} \left( SP_k - SP_{k-q} - q \bar{U} \right)^2
\]  \[9\]

This differs from the estimator \( \hat{\delta}_d^2(q) \) since this sum contains \( nq - q + 1 \) term, whereas the estimator \( \hat{\delta}_d^2(q) \) contains on \( n \) terms. Finally, by using the unbiased variance estimators, the \( M \)-statistic as define\(^6\):

\[
\overline{M}_d(q) = \frac{\hat{\delta}_d^2(q)}{\delta_u^2} - 1
\]

where

\[
\hat{\delta}_d^2 = \frac{1}{nq-1} \sum_{k=1}^{nq} \left( SP_k - SP_{k-1} - \bar{U} \right)^2 \]  \[10\]

\[
\hat{\delta}_d^2(q) = \frac{1}{m} \sum_{k=q}^{mq} \left( SP_k - SP_{k-q} - q \bar{U} \right)^2 \]  \[11\]

\[
m = q(nq-q+1) \left( 1 - \frac{q}{nq} \right) \]  \[12\]

For an aggregate value \( q \) of 2, the \( \overline{M}_d(q) \) can expand as

\[
\overline{M}_d(q) = \hat{\theta}(q) - \frac{1}{4n\hat{\delta}_c} \left( (SP_2 - SP_1 - \bar{U})^2 + (SP_2 - SP_{2-1} - \bar{U})^2 \right) \approx \hat{\theta}(q)
\]  \[13\]

\(^6\) \( \overline{M}_d(q) + 1 = \frac{\hat{\delta}_d^2(q)}{\delta_u^2} \) is called variance-ratio and generally denoted by \( VR(q) \).
Hence, for \( q = 2 \) the statistic is approximately the first-order autocorrelation coefficient estimator of the differences. More generally, it may be shown that:

\[
\hat{M}_r(q) \approx \frac{2(q-1)}{q} \hat{\rho}(1) + \frac{2(q-2)}{q} \hat{\rho}(2) + \cdots + \frac{2}{q} \hat{\rho}(q-1)
\]

where \( \hat{\rho}(k) \) is the \( k \)th order autocorrelation coefficient estimator of the first differences of \( S_P^t \). Hence, the variance-ratio can be written in terms of the autocorrelation function (ACF) for the returns – it is simply a declining weighted sum of the first \( q - 1 \) autocorrelation coefficient estimators of the first differences (returns).

### Testing the Random Walk Hypothesis

The null and alternative hypotheses are defined as:

- \( H_0: \frac{\overline{\delta^2}(q)}{\delta^2} = 1 \) (series follow random walk)
- \( H_a: \frac{\overline{\delta^2}(q)}{\delta^2} \neq 1 \) (series does not follow random walk)

After deriving an asymptotic distribution of the variance ratios, two alternative statistics are derived to test the null hypothesis for different specifications of error term behavior.

#### a. The Homoscedastic Standard Normal Test-Statistic, \( Z(q) \)

This test statistic considers an independent and identical distributed normal error term. Therefore, the standard normal test statistic for homoscedastic increments is computed as follows:

\[
Z(q) = \frac{\overline{M}_r(q)}{\{\eta(q)\}^{1/2}} \approx N(0,1)
\]

where \( \eta(q) \) is the asymptotic variance of variance-ratio under homoscedasticity, defined as:

\[
\eta(q) = \frac{2(2q-1)(q-1)}{3q(nq)}
\]

\(^{7}\text{However, the Box-Pierce Q-statistic is a linear combination of squared autocorrelations with all the weights set identically equal to unity.}\)
b. The Heteroscedastic Standard Normal Test-Statistic, \( Z^*(q) \)

A rejection of the Random Walk Hypothesis because of heteroscedasticity would not be of much interest. Hence, to avoid this, the heteroscedasticity-consistent standard normal test statistic is employed, which relaxed the assumption of normality. The heteroscedasticity-robust test statistic is defined as follows:

\[
Z^*(q) = \frac{\hat{M}_q(q)}{\sqrt{\hat{\sigma}(q)}} \sim N(0,1)
\]

where \( \hat{\sigma}(q) \) is the heteroscedasticity-consistent asymptotic variance of the variance ratio:

\[
\hat{\sigma}(q) = \sum_{j=1}^{q} \left[ \frac{2(q-j)}{q} \right]^2 \hat{\sigma}(j)
\]

where

\[
\hat{\sigma}(j) = \frac{\sum_{k=1}^{n} (X_k - X_{k-j} - \bar{U}) (X_{k-j} - X_{k-j-1} - \bar{U})^2}{\left[ \sum_{i=1}^{n} (X_k - X_{k-1} - \bar{U}) \right]^2}
\]

This study used both the homoscedasticity test statistic, \( Z(q) \) and heteroscedasticity-robust test statistic, \( Z^*(q) \) to test the behavior of stock prices.

The Data

To test the random walk in stock market prices, the study uses the KSE-100 index over the 450-week time span from January 1, 1995 to December 30, 2004. The weekly stock returns are derived from daily stock prices. The weekly returns are computed as the return from Wednesday’s closing prices to the following Wednesday’s close. If the following Wednesday’s price is missing, then Thursday’s price is used. If Thursday’s price is missing, the return for that week is reported as missing. The date is obtained from the Vital Information Services (ViS) databases.

\footnote{If the Random Walk Hypothesis is rejected under homoscedasticity and is accepted under heteroscedasticity then one can say the series does not follow random walk due to heteroscedasticity. In contrast, if the rejection of the Random Walk Hypothesis is consistent under homoscedasticity and heteroscedasticity tests statistic, then the series does not follow random walk due to autocorrelations of increments.}
4. Empirical Results and Analyses

Using 1-week as our base observation interval, the Random Walk Hypothesis is tested by calculating the variance-ratio \( 1 + M(q). \eta(q) \) and \( Z(q) \) for each of the cases \( q = 2, 4, 8 \) and 16. In addition, the heteroscedasticity-consistent variance-ratio test is also performed by calculating the \( 1 + M(q). \hat{\beta}(q) \) and \( Z^*(q) \) for each of the cases \( q = 2, 4, 8 \) and 16.

The actual variance ratios \( 1 + M(q) \) are reported in main rows and the variance-ratio tests, \( Z(q) \) and \( Z^*(q) \) statistics are given in parentheses in Table 1a and 1b, respectively. In Table 1a, the first row presents the variance-ratios and tests statistics for the entire 384-week sample period, and the next two rows give the results for two subperiods from January 1, 1995 to May 27, 1998 with a total of 174 weekly observation, and from May 28, 1998 to December 30, 2004 with a total of 276 weekly observation.

Table 1a reveals that under the maintained hypothesis of homoscedasticity, there is evidence rejecting the Random Walk Hypothesis at two values of \( q \) (when \( q = 2 \) and 4) out of the four values for the entire sample period. For example, the \( Z \)-statistics associated with intervals \( q = 2, 4, 8 \) and 16 are -3.25, -2.75, -1.03 and -0.82, respectively. Compared with the conventional critical value (which is 1.96 for the five percent level), two out of these four \( Z \)'s indicate that the variance-ratio is significantly different from one at five per cent level. The Random Walk Hypothesis is therefore rejected for the market index for two out of the four interval lengths examined. Note that as shown in Lo and Mackinlay (1988), the variance-ratios associated with each \( q \) are not independent of each other. In fact, it is shown explicitly in Lo & Mackinlay that the variance-ratio (for each \( q \)) minus one is approximately \( q-1 \) times the weighted sum of the first \( q-1 \) autocorrelation coefficients. Under this scenario, the probability of rejection when one of the four statistics is large and three of them are small (as in the case of the market index with entire sample) is not as high as when all four statistics are larger.

The estimates of the variance ratio are less than 1 for all cases (i.e., the variance ratios associated with the value \( q \) of 2, 4, 8 and 16 are 0.89, 0.85, 0.84 and 0.82 respectively). It implies that there is a negative serial correlation in stock returns\(^9\). However, the serial correlation is both statistically and economically insignificant and provides little evidence against the random walk hypothesis. For example, the largest average \( Z(q) \) statistic for market index over the entire sample occurs for \( q = 2 \) is -3.25 With a serial correlation of 11 percent; the smallest average \( Z(q) \) is -0.82 with a serial correlation of -18 percent. Market index over the entire sample occurs for \( q = 2 \) is -3.25 with a serial correlation of 11 percent; the smallest average \( Z(q) \) is -0.82 with a serial correlation of -18 percent.

\(^9\) The serial correlation is -11 percent, -15 percent, -16 percent, and -18 percent when \( q = 2, 4, 8 \) and 16 respectively.
As Table 1a indicates that the rejection of the Random Walk Hypothesis does not occur for the first sub-period, therefore, the Pakistan Stock Market follows random walk over the period from January 1, 1995 to May 27, 1998. However, quite opposed the case of the entire sample the average variance ratio for three values \(q\) (\(q = 2, 4\) and \(16\)) out of the four are larger than 1. It means there is positive autocorrelation in stock returns except when \(q = 4\).

The random walk null hypothesis is rejected for the period May 28, 1998 to December 30, 2004 when \(q = 2\) and \(4\), however, the null hypothesis is accepted when \(q = 8\) and \(16\). Furthermore, we find there is a negative serial correlation of weekly stock return over this period.

### Table 1a

**Estimates of Variance-Ratios \(VR(q)\) & Variance-Ratio Test Statistics \(Z(q)\)**

Variance-ratio test of the random walk hypothesis for weekly KSE-100 index, for the entire sample period from January 1, 1995, to December 30, 2004, and for two sub-periods from January 1, 1995, to May 27, 1998, and from May 28, 1998, to December 30, 2004. One-week is taken as a base observation interval. The variance ratios \(1 + \frac{M(q)}{n}\) are reported in the main rows, with the homoscedasticity test statistic \(Z(q)\) given in parentheses immediately below each main row. Under the random walk null hypothesis the value of the variance ratio is 1 and the test statistics have a standard normal distribution (asymptotically). Test statistics marked with one asterisk and with two asterisks indicate that the corresponding variance ratios are statistically different from 1 at the one per cent and 5 percent levels of significance, respectively.

<table>
<thead>
<tr>
<th>Time period</th>
<th>Number of base observation</th>
<th>Number of base observations aggregated to form variance ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>1-Jan-1995 to 30-Dec-2004</td>
<td>450</td>
<td>0.89 (-3.25)*</td>
</tr>
<tr>
<td>1-Jan-1995 to 27-May-1998</td>
<td>174</td>
<td>1.14 (1.87)</td>
</tr>
<tr>
<td>28-May-1998 to 30-Dec-2004</td>
<td>276</td>
<td>0.76 (-3.48)*</td>
</tr>
</tbody>
</table>
Since the results obtained from these $Z(q)$’s are under the maintained hypothesis of homoscedasticity, the rejections of the random walk may either be due to heteroscedasticity or to serial correlation. To investigate this issue, a heteroscedasticity-robust variance-ratio test statistic, $Z^*(q)$ is also performed. The test results, presented in Table 1b, point out that the Pakistani stock market at aggregate level follows random walk over the entire sample period as well as over both the sub-periods for all four interval lengths. This implies the variance-ratio is different from one, in the case of entire sample when $q = 2$ and in the case of sub-period from May 28, 1998, to December 30, 2004 when $q = 2$ and 4, due to heteroscedasticity rather than to autocorrelation. In other words, the random walk is rejected because of heteroscedasticity’s presence in weekly stock price increments\textsuperscript{10}.

Table 1b

Estimates of Variance-Ratios VR($q$) & Heteroscedasticity-Robust Variance-Ratio Test Statistics Z*($q$)

Variance-ratio test of the Random Walk Hypothesis for weekly KSE-100 index, for the entire sample period from January 1, 1995, to December 30, 2002, and two sub-periods from January 1, 1995, to May 27, 1998, and from May 28, 1998, to December 30, 2004. One-week is taken as a base observation interval. The variance ratios $1 + \frac{M(q)}{q}$ are reported in the main rows, with the heteroscedasticity-robust test statistic $Z^*(q)$ given in parentheses immediately below each main row. Under the random walk null hypothesis the value of the variance ratio is 1 and the test statistics have a standard normal distribution (asymptotically). Test statistics marked with one asterisk and with two asterisks indicate that the corresponding variance ratios are statistically different from 1 at the one percent and 5 percent levels of significance, respectively.

<table>
<thead>
<tr>
<th>Time period</th>
<th>Number nq of base observation</th>
<th>Number q of base observations aggregated to form variance ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>1-Jan-1995 to 30-Dec-2002</td>
<td>450</td>
<td>0.89</td>
</tr>
<tr>
<td>1-Jan-1995 to 27-May-1998</td>
<td>174</td>
<td>1.14</td>
</tr>
<tr>
<td>28-May-1998 to 30-Dec-2004</td>
<td>276</td>
<td>0.76</td>
</tr>
</tbody>
</table>

\textsuperscript{10}Although all the results are based on nominal stock returns and nominal exchange rate series, it is apparent that almost the same results would obtain with real or excess returns. Since the volatility of weekly nominal returns is so much larger than that of the inflation and Treasury-bill rates, the use of nominal, real, or excess returns in a volatility test will yield practically identical implication.
5. Conclusion and Recommendations

This study contributes to the growing literature on random walk in stock prices by testing the random walk hypothesis for the Pakistani equity market. The random walk hypothesis is tested by adopting a variance-ratio test developed by Lo & Mackinlay (1988). The study uses weekly data for the KSE-100 index over the span from January 1, 1995 to December 30, 2004. The weekly stock returns are derived from daily corresponding returns. Furthermore, the same methodology is employed for the two subperiods from January 1, 1995 to May 27, 1998, and from May 28, 1998 to December 30, 2004.

The estimates of this study show that stock prices generally behave non-randomly under the assumption of homoscedasticity over the entire examined period. The same conclusion is drawn during the second sub-period. However, during the first sub-period, the null hypothesis of random is not rejected at common level of significance. The rejection of random walk model, although, is not robust to heteroscedasticity. It implies that the stock prices do not follow random walk due to changes in variances (heteroscedasticity) rather than to autocorrelation. The absence of a random walk in stock prices is implying that an investor can predict future movements of stock prices by using information about past price movements. Higher returns can necessarily be earned by using investment strategies based on past information of stock prices rather than investing in a portfolio consisting of randomly picked stocks.

The negative serial correlation in stock returns implies that the stock prices in Pakistan overreact to insider as well as to outsider information. Therefore, the stock market falls back to normal after following the first dramatic reaction to a shock. This view is consistent with the permanent/transitory components model, which basically says that stock markets are driven by a fundamental component that reflects the efficient market prices and deviations from efficiency and this component reverts to something that is close to zero in the long-term.
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